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Quantum Monte Carlo method for the Bose-Hubbard model with harmonic confining potential
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We study the Bose-Hubbard model with an external harmonic field, which is effective for modeling a cold
atomic Bose gas trapped in an optical lattice. We modify the directed-loop algorithm to simulate large systems
efficiently. As a demonstration we carry out the simulation of a system consisting of 1.8 X 10° particles on a
643 lattice. These numbers are comparable to those in the pioneering experimental work by Greiner et al.
[Nature (London) 415, 39 (2002)]. Furthermore, we observe coherence between two superfluid spheres sepa-
rated by a Mott insulator region in a “wedding-cake” structure.
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I. INTRODUCTION

Since the Mott transition was observed in an ultracold
Bose gas trapped in an optical lattices [1], it has been a
subject of active research [2-5]. Several theoretical investi-
gations have been carried out for this system, such as quan-
tum Monte Carlo (QMC) simulations of the Bose Hubbard
model [6-10], which is effective for modeling optical lattice
systems [11] and can describe the quantum phase transition
[12]. Recently, Diener et al. [13] suggested that the tempera-
ture at which the experiments were carried out might not
have been sufficiently low to allow the discussion of the
quantum phase transition. Direct estimation of the tempera-
ture in the experiments is difficult and no figure has yet been
given. A straightforward method of estimating the tempera-
ture is to compare the QMC simulation results for the mo-
mentum distribution with the results of the experiments. The
systems are constructed from two types of potential: a peri-
odic lattice potential and a harmonic trapping potential. The
bosons are confined in a finite space by the harmonic trap-
ping potential. In a typical experiment [1], the number of
bosons is 2X 10°. To compare the experiments with the
QMC simulations directly, it is necessary to simulate a sys-
tem that contains the same number of lattice sites and
bosons. The QMC based on the Feynman path integral is one
of the most efficient presently used methods for dealing with
such a large system. However, the simulation of a system
whose size is comparable to that of the experiments was not
published until recently: Gerbier et al. [10] include direct
comparisons between the experiments and QMC simulations.
In this paper, we demonstrate that such a simulation can be
executed using a modified algorithm based on the directed-
loop algorithm (DLA) [14,15] used in the QMC method.
While the general principle of the DLA has very broad ap-
plicability, its straightforward application to boson systems is
not efficient. Therefore, we accelerated the DLA by eliminat-
ing the problem of an excessive number of vertices. By
adopting this improvement, the CPU time requirement was
reduced greatly [16]. Even though we use the modified DLA,
however, the simulation of such a large system is impossible
because the required amount of computer memory is still too
large. In this paper, we introduce a further modification of
the DLA in Sec. III, and we demonstrate that it is possible to
treat large systems using this method in Sec. IV A. More-

1539-3755/2009/79(2)/021104(5)

021104-1

PACS number(s): 05.30.Jp, 02.70.Ss, 02.70.Tt, 37.10.Jk

over, we provide evidence of the coherence between two
superfluid regions separated by a Mott insulator region [17]
in Sec. IV B. The coherence indicates the existence of effec-
tive coupling (Josephson coupling) between the two super-
fluid regions and that experimental optical lattice systems
can have the same features as a Josephson junction.

II. MODEL AND DEFINITION OF MAIN PHYSICAL
QUANTITIES

In this paper, we focus on a model of a cold atomic Bose
gas trapped in an optical lattice. The effective model of the
system is the one-band Bose-Hubbard model on a cubic lat-
tice with an external harmonic field [6],
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where b} (b;) creates (annihilates) a particle at site i, n;
:bjbi, (i,j) runs over all pairs of nearest-neighbor sites and
r; is the coordinate vector of site i with the origin being the
center of the trapping potential. The symbols ¢, U, and u;
denote the hopping amplitude, the on-site interaction be-
tween bosons, and the on-site external chemical potential,
respectively. The coordination number in the cubic lattice is
Z=06, and p, is the value of the chemical potential at the
center. We take the lattice spacing as our unit of distance.

We measure the local density p;,, momentum distribution
S(k), and local compressibility «;. They are defined as
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where p;;= (bjbj).
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III. MODIFICATION OF DIRECTED-LOOP ALGORITHM

The QMC simulation is carried out by updating and sam-
pling the world-line configurations based on the Feynman
path integral using the Markov chain method. In the conven-
tional DLA, we first place a few different types of scattering
bodies called vertices all over space-time with densities de-
pending on the diagonal element of the pair Hamiltonian.
Next, we place a pair of discontinuities in space-time called
a worm (one is called the head and the other is the tail) and
let the head move around while changing the state. The head
is always directed and changes its direction stochastically
only when it meets a vertex. The scattering probability is
entirely determined by the Hamiltonian. When the head
meets the tail, the worm disappears and the Monte Carlo
cycle is over. (See Refs. [14,15] for details.) As shown in our
previous paper [16], the main reason for the inefficiency of
the DLA for dilute bosonic systems is the excess number of
vertices. The density of vertices is proportional to Un?
where n,,, is the technical upper bound of the number of
bosons. An increase in the number of vertices causes an in-
crease in the frequency of the scattering. Then, the CPU time
and computer memory required increase rapidly. In the pre-
vious paper, we eliminated this difficulty by a simple modi-
fication. The increase in the number of vertices is mainly
caused by the U term in the Hamiltonian (1). The scattering
at a vertex arising from the U term, which is a one-point
scattering body on the world line, is very simple. That is, the
head passes through the point or reverses its direction there.
In the previous modification, we dealt with the U-term vertex
by using a virtual placement. In short, the virtual placement
was used to determine the next U-term vertex that changes
the head’s direction without actually placing the U-term ver-
tices. Here, we further improve the DLA and apply the vir-
tual placement to all the terms of the Hamiltonian (1). As
discussed in Sec. V, our previous modification [16] is more
effective than the present one for the purpose of reducing the
CPU time. The improvement in this study is mainly to re-
duce the memory requirement. The principle underlying this
modification is based on our previous modification.

We denote the vertex density and scattering probability as
p; and pf, respectively. The index [ indicates the type of
interaction (e.g., a one-site interaction given by a U term or
A term or a two-site interaction given by a ¢ term). The index
i indicates the new direction of the head after scattering at a
vertex (e.g., i=0 indicates that the head is scattered by the
vertex and reverses direction; i=1 indicates that the head
passes through the vertex). The values of p; and pl{ are cal-
culated by following the procedure of the conventional DLA.
The updating procedure of the present modified algorithm is
as follows.

Step 1. Choose a point in the whole space-time uniformly
randomly and place the worm at this point with the same
probability as that of the conventional DLA. [See Fig. 1(a).]

Step 2. Focus on the interactions labeled / involving the
site where the head is, and then focus on the region in front
of the head where there is no kink interrupting the current
site and the connected sites. (We consider only one-site and
two-site interactions between nearest-neighbor sites. The fo-
cused area region is the shaded region in Fig. 1(b)). Then,
calculate
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FIG. 1. (Color online) Motion of the head on the world-line
configuration: the triangle and the circle represent the head and the
tail of the worm, respectively. The lengthwise and crosswise direc-
tions indicate imaginary time and real space, respectively.

1
l=-Eln(1-Rl),

0= [p(1-p}], (6)
I

using a uniform random number R, € [0, 1), the vertex den-
sity p;, and the probability p’1 that the head passes through a
vertex that represents the type I interaction. [See the Appen-
dix for the derivation of Eq. (6).]

Step 3.1. If |> 7y, where 7 is the time length of the region
under consideration in step 2, move the head by the distance
7, to the next kink. Then, choose the next direction of the
head by following the conventional DLA. [In the case repre-
sented by Fig. 1(b), we only move the head by the distance
7 because the kink does not involve the current site.] Go to
step 2. [See Figs. 1(d) and 1(e).]

Step 3.2. If <1y, using a uniform random number R,
€[0,p), choose an interaction I and a new direction i(#1)
with probability proportional to p,p!. (See the Appendix.) Go
to step 2. [See Figs. 1(b) and 1(c).]

When the head meets the tail again, the loop is closed and
the worm disappears. After repeating this cycle several times,
we sample a new world-line configuration. This algorithm, as
a consequence, is a generalized version of the single-cluster
loop algorithm [18]. In addition, it is similar to the worm
algorithm [19]. In the worm algorithm, it is necessary to
perform an integration using a local mean field when the
worm moves. In this respect, the present algorithm is simpler
than the worm algorithm.

The off-diagonal correlation function p;; is related to the
histogram of worm positions as in conventional DLA. [Refer
to Eq. (10a) in Ref. [16] for the precise relationship between
p;; and the histogram.]

IV. DEMONSTRATIONS
A. Simulation of large system

Figure 2 shows the result of a simulation using the present
algorithm as an illustration. The total number of bosons is
1.8 X 10° and the number of sites treated in the simulation is
64°. Both are of the same order as those of typical experi-
ments (e.g., the number of bosons and sites treated in experi-
ments are 2.0 X 10° and ~65°, respectively, in Ref. [1]). Fig-
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FIG. 2. (Color online) U=20¢, uy=66t, Q=0.08t, Bt=5.0, and 7,,,,=15. The numbers of bosons and lattice sites are 1.8 10° and 64°,
respectively. (a) Local density of bosons and local compressibility as functions of r;, where r; is the distance from the center of the external

chemical potential. (b) Momentum distribution of bosons.

ure 2(a) shows the local density of bosons p; (top) and the
local compressibility «; (bottom). The expected plateau at
integral values of p; and a large “wedding-cake” structure are
observed. In addition, the expected peaks of «; appear in the
regions between the plateaus. Figure 2(b) shows the momen-
tum distribution function S(k), which can be observed in
experiments using the time-of-flight method.

B. Coherence between superfluid spheres

In this section, we consider the case where there are two
concentric superfluid spheres whose radii are R; and R,
(R; <R,) separated by a Mott-insulator region as shown in
Fig. 3(a). This situation can be realized by tuning the har-
monic external chemical potential. An interesting question is
whether these superfluid spheres are mutually coherent or
incoherent. To answer the question, we calculate ypzs de-
fined as

1
XRR' = E

(bibpy+bjby),  (7)
QNRNR’ieR,jeR’,i;&j ! !

where 2;_p denotes the sum over all sites whose distance
from the center of the external chemical potential is R and
Nir=2%,_gl. Figures 3(b) and 3(c) show the results of simu-
lations using the set of parameters shown in the caption of
Fig. 3. The local densities p; at a low temperature are shown
in Fig. 3(b). It shows that the radii of superfluid spheres are
R,=12, R,=20. We can observe coherent signals between
the superfluid spheres at xg g, and xgg, in Fig. 3(c). The
peaks at (R;,R;) and (R,,R,) in Fig. 3(c) indicate that the
phases in the spheres with radii of R, and R, are coherent,
respectively.

V. DISCUSSION

We first discuss the efficiency of the modified DLA. Fig-
ure 4(b) shows the node time required for the simulation

using a node of an SGI Altix 3700 Bx2 system (Intel Ita-
nium2 1.5 GHz) for three methods. The same number of
Monte Carlo sweeps were executed for each method. The
definition of a sweep is a set of Monte Carlo cycles (gener-
ating a worm and making a loop), in which the total traveling
distance of the head is, on average, equal to the volume of
space-time, BL>. In Fig. 4(b), the node time for the present
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FIG. 3. (Color online) Low-temperature histogram of yzg:. The
parameters are U/t=10, uy/t=16, 1/1=0.039 925..., Br=20, and
Nmax= 12, using cubic lattices whose numbers of sites are 42°. (a)
Expected real-space distribution of bosons at low temperature, (b)
real-space distribution of bosons, and (c) histogram of ygg: as a
function of R and R'.
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FIG. 4. (Color online) Comparison between the present algorithm, the previous modified DLA, and the conventional DLA. The param-
eters are chosen as follows: =1, t/U=0.25, u/U=0.5, Br=10.0, /=0 (homogeneous system), the maximum occupation number is
Nmax=38, the number of sweeps for sampling is nycs=7000, and the number of sweeps for equilibration is 714,y,,=3000. The system used is
SGI Altix 3700 Bx2 system (Intel Itanium2 1.5 GHz). We use one node with 64 CPUs, and parallel runs are executed. (a) Maximum number

max

of vertices n,

algorithm is roughly twice as long as that for the previous
algorithm. On the other hand, the maximum number of ver-
tices of the present algorithm is the least among the three
methods as shown in Fig. 4(a). In other words, the memory
usage of the present algorithm is the least among the three
methods. Thus, the present algorithm better serves our
present purpose of treating larger systems. In the conven-
tional and previous DLA, vertices are placed even when
there is no worm passing by. In the dilute limit, the differ-
ence between the previous and present algorithms becomes
large. In addition, the generalization of the present idea to
other cases where memory size limits the simulation scale is
straightforward.

In Sec. IV A, we verified that the QMC simulation of a
bosonic system whose size is comparable to that of experi-
mental systems can be performed using our present method.
Direct comparisons with experiments and the estimation of
the temperature will be published elsewhere [20].

In Sec. IV B, we observed nondiagonal peaks of yzgrs as a
coherent signal between two superfluid spheres. This signal
implies that the spheres are correlated with each other. It is
therefore expected that the Josephson effect between the
spheres can be observed dynamically [17]. In the case pre-
sented in this paper, at first, a diagonal peak at (R,,R;) ap-
pears as the temperature becomes low. When cooled further,
the other diagonal peak at (R,,R,) and the nondiagonal
peaks at (R;,R,) and (R,,R;) appear at the same tempera-

per core, (b) node time (time of occupation of one node), and (c) energy per site (H)/L>.

ture. We can understand this coincidence by considering the
simpler case of the bilayered classical XY model with a weak
interlayer coupling. Even if the interlayer coupling is very
small comparing with the intralayer coupling, these two lay-
ers are synchronized in the thermodynamic limit because the
huge number of spins makes the effective total coupling be-
tween the two layers large. As a result, the two layers be-
come coherent as soon as each layer orders. The number of
spins corresponds to the number of coherent bosons belong-
ing to the superfluid spheres in the present case. The system
is completely confined in a finite volume. Therefore, in gen-
eral it can happen that the diagonal peak and nondiagonal
peaks appear at different temperatures because the number of
coherent bosons is too small.
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APPENDIX: VIRTUAL PLACEMENT OF VERTICES

In this appendix, we derive Eq. (6) by considering the
virtual placement of vertices. In the update process of the
conventional DLA, the head typically passes through several
vertices before it is scattered by a vertex. In the virtual place-
ment process, we place vertices only where they scatter the
head. We also show that the new direction and location of the
head are determined stochastically using a uniform random
number R € [0, 0). In Appendix A of Ref. [16], we discussed
the virtual placement of one-site vertices arising from the U
term. In this paper, we extend the virtual placement to all
types of vertices. In the conventional DLA, the vertices are
placed according to a Poisson distribution. That is to say, the
probability that n, vertices are placed in a uniform interval
whose length is 7 is

7)™
P, (pr) = L o,
v n,!

(A1)

where p is the vertex density, which is determined by the
properties of the Hamiltonian.

In Fig. 1(b), for example, there are four types of interac-
tion to be considered for the motion of the head: the one-site
interaction between bosons on the same site (U term), the
external chemical potential corresponding to the one-site in-
teraction (u term), and the two-site interactions of the boson
hopping to a neighbor on the right and the left (¢ term). We
consider the probability that the head passes through all ver-
tices placed in an imaginary time interval x and changes its
direction at a vertex of interaction type /; placed in an infini-
tesimal time window dx. The probability is
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where p{’ is the scattering probability that the head passes
through the type-I' vertex in the conventional DLA. The first
factor is the probability of the head traveling a distance x
without being scattered by any type of vertex. The second is
the probability of finding a vertex of interaction /; in the
interval x to x+dx. The third is the probability that the head
changes its direction at the vertex. Then, the probability that
the head changes its direction in the interval x to x+dx is
derived as

P(x)dx= >, P,l(x)dx = pe %dx,

Iy

(A3)

where 0 =3,(1-p1)p;=2/(Z;.1p))p;. According to the prob-
ability distribution P(x), the distance [ that the head travels
without scattering is stochastically chosen using Eq. (6). In
addition, the probability that the scattering takes place at a

type-I; vertex is
> p!
Pi |Pr
i#1
_— . (A4)
o
The new direction of the head is selected with a probability
proportional to the scattering probability of the conventional
DLA, i.e., pf. We therefore determine the type of interaction
and the new direction of the head stochastically using only a
uniform random number R € [0, ¢) after determination of the
distance /.
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